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1 Introduction

Question Answering (QA) has become a very active research field in the last years due to the advent of the Semantic Web \[108\]. While the “traditional” World Wide Web is a web of documents, where information retrieval systems have to parse them in order to extract information, the Semantic Web is a web of interrelated data encoded with semantic meaning. This makes possible for automatic agents to query and process the data, allowing to answer potentially very complex questions.

The Semantic Web provides standardized formats to represent and query this new type of data. RDF \[154\] allows to represent semantic data in a graph conceptual model, while RDFS \[24\] and OWL \[72\] enable the creation of vocabularies and ontologies, and to make use of inference and reasoning. SPARQL \[80\] is defined as standard query language to enquire datasets in RDF format. The Linked Open Data\[1\] project is an initiative to put in practice the Semantic Web principles and openly expose interlinked datasets. Since its inception, the LOD Cloud\[2\] has been growing at a dramatic pace and contains information about media, publications, geography, life-science and more.

The process of QA consists of a number of steps such as voice recognition, understanding the question, finding the data to answer the question, generating queries to retrieve the answer and presenting the answer. While a lot of research has been done in each of this steps, the QA process as a whole has been rarely addressed by a research project. IBM Watson \[125\], Wolfram Alpha\[3\] and Siri\[4\] are examples of these projects, but they are based on proprietary ontology formats and there is no easy way to extend the underlying knowledge. In addition, they are not accessible to the research community.

The WDAqua project\[5\] aims to advance the State of the Art on data-driven QA, focusing on developing an ecosystem of tools able to find, link and integrate ontologies, understand a question, query many different sources, and present an answer. The overall architecture will be domain-independent, scalable, cross-lingual and designed so that new QA systems can be set up using data published on the web with minimum effort.

This document portrays the State of the Art for Web and Data Science techniques for QA, a key cornerstone to exploit semantic data evolution. We describe each step involved in a data-driven QA system, explore the main challenges and, when possible, relevant proposed solutions. Section 2 deals with extracting valuable data from the web, characterizing the challenges regarding the collection and maintenance of data, including how to extract data from unstructured sources, and dealing with data quality, organization and confidence. Section 3 delves into the task of querying this data using natural language, from speech-to-text recognition to query generation, including text analysis, evaluation and the need of a general architecture. Finally, section 4 provides an overview on relevant State of the Art regarding user interaction and text generation.

2 Collecting and Maintaining Web Data

This section describes how to gather, process and maintain data to make it fit for QA. Source data can be either in RDF or in unstructured text format. For the latter, data extraction is a first step to be performed (subsection 2.1); for the former, data can be directly reused, but attention must be paid to its characteristics in order to better profit from it (2.2). Quality assessment of a dataset (subsection 2.3), together with provenance and trust handling (subsection 2.4) are necessary tasks to select the more adequate datasets for QA. Then, quality improvement through cleaning and enrichment (subsection 2.5) improves accuracy and completeness for the chosen datasets. Finally, data needs to be indexed such that it can be found and retrieved fast (subsection 2.6).

2.1 Information Extraction from unstructured text

Information Extraction is the process of extraction of structured information from free unstructured text. This structured information can be later utilized for many purposes such as knowledge base population, question answering, document summarization and machine translation. Many tasks lies under the umbrella of Information Extraction and they can be categorized according to the type of Relations being extracted.

\[http://linkeddata.org\]
\[http://lod-cloud.net\]
\[http://www.wolframalpha.com\]
\[http://www.apple.com/ios/siri/\]
\[http://wdaqua.informatik.uni-bonn.de/\]
In free text there are many types of relations that occur between nominals. Some of these relations have only two arguments which are the most basic yet common form of relations and usually referred to as Binary relations, while N-ary relations are when the relation includes more than one argument, for example an agreement can include relations between two or more parties, the thing being agreed on, the agreement time, and conditions of the agreement. Additionally relations can be categorized as first order relations which are flat first order relations for example: arrive(john, school), or as a higher order relation which might include further modifiers, for example believe(Jessica, arrive(john, school)). Other form of categorization as well is the syntactic position of the relation in the text, in which, some relations are represented as direct verbs or nouns occurring between nominals, other relations can be hidden in compound nouns such as: "embassy driver" or "Italian restaurant".

These different categorizations resulted in different open tasks for information extraction, most of them are concerned only with one or two specific categories of these relations under specific conditions. In this section we will discuss some of these open tasks and the state-of-the-art techniques used in solving them.

Relation Extraction The common form of relation extraction in the literature, is a list of tasks that are concerned with extraction of relations between entities in the text given a list of predefined relations beforehand to choose from, and the arguments of the relation before hand. Thus, the problem is often formalized as a classification problem and sometimes referred to as relation classification. Most of the research work in this topic is divided into two section, the first one is attempting to create a comprehensive set of relations that can include every relation in text. The other type of research work is concerned with developing algorithms for detection of these relations in text. The first set of algorithms for relation extraction is using patterns either induced or hand crafted, Hearst et al. [83] was one of the pioneers in this field by introducing a set of lexicosyntactic patterns to capture hyponym relations (is-a relations). Although hand crafted patterns have proved to have high precision, they result in a very low recall and often require a lot of effort and domain experts to hand craft them. Supervised techniques for relation extraction have proved to be the most successful and the most applied within the literature. These techniques usually rely on a set of features extracted from sentences, a learning algorithm and a set of labeled instances of each relation for training. Some of the features are related to the arguments [175], such as the syntactic position of the arguments in the sentence, the semantic class of the arguments, list of synonyms using dictionaries or knowledge bases (e.g. Wordnet [55]). Others are relation centric [175], such as the path between the arguments of the relation, in terms of words, part of speech tags, constituency or dependency paths in the parse tree. For learning algorithms, one of the methods that proved to have high efficiency are Kernel Methods. The idea of these methods is for each candidate relation, the similarity between the features of a training example and the new example to be classified can be calculated in a high dimensional feature space without the need to enumerate the dimension of that space. Kernel methods such as support vector machines has proved efficiency in many of the machine learning tasks. Applying that for NLP tasks usually require a certain mechanism to extract feature from parse trees and convert them to feature vectors. Thus, several modifications of these kernels has been developed for linguistic structures. Some of them are TreeKernels [199, 39] and convolution kernels [38]. For benchmarking and evaluation of the task of relation classification, the most well known benchmarks are Task 4 in semeval 2007 [66] and Task 8 in semeval 2010 [86]. For the latter benchmark the best performing system during the time of the competition was developed by Rink et al. [140] scoring an F1 score of 82.2%. The system relied on combining lexical and semantic resources. A later improvement on the performance on same benchmark was done by Dos Santos et al. [50] by utilizing a convolution neural network and a large corpus only without any semantic resources scoring an F-score of 84.1%.

Template Filling One of the other forms of Information Extraction from free text is the task of Template Filling. Many unstructured text contains reports of stereotypical situations or events such for example as report of a sports game in the news. Template filling or slot filling is the task of extraction of a predefined set of attributes, referred to as slots. These arguments or the slot-fillers may be in the form of text segments extracted directly from the text, or they may require additional processing such as normalization, grounding or conversion to standard form. One of the well known benchmarks for slot filling task is the ATIS dataset [132] and it’s based on the Air Travel Information System. Listing 1 shows sample entries in the ATIS dataset which was basically developed for the purpose of spoken language understanding through extraction of specific target information from human queries. Listing 2 shows a target template with arguments being filled from an unstructured text.

Slot filling is typically modeled as a sequence classification problem in which the input is a sequence of words, and the output is a sequence of slot IDs. The main approaches for solving the slot filling problem included
different sequence labelers such as Hidden Markov Models [187] and conditional random fields (CRF) [188]. Recently, Deep Learning techniques have been applied to solve this problem. A recent work by Mesnil et al. [117] compared different kind of standard Recurrent Neural Network (RNN) architectures, elman-type [52] and jordan-type [94] and a bidirectional variant of them for the slot filling task on the ATIS dataset. These models have set a new State of the Art for the ATIS benchmark.

Many slot filling techniques have reached a very high performance on the ATIS dataset with less than 5% error rate. While this might give the indication that the task is already solved, a study by Tur et al. [171] indicated the necessity of having a more naturally spoken data sets and employing more linguistically motivated features in order to prevent overfitting of the task. Other challenging problem in template filling is the extraction of the information without the necessity of having predefined patterns beforehand [33].

List 1: example from ATIS dataset
> please list the earliest lunch flight from Dublin to London
> Show me all the nonstop flights between Atlanta and Philadelphia.
> leaving Sunday after twelve noon
> flights from Liverpool to Dublin arriving before five p.m.
> show me the fares from Dublin to London

Listing 2: example for a typical slot filling template

AIRLINE: UNITED AIRLINES
DEPART: US
ARRIVAL: CA
DEPART–TIME: 2015–09–24–16:00
DURATION: 3:00

Open Information Extraction  Traditional Relation extraction is concerned with determination of the relation between arguments from a set of predefined relations beforehand. As a result, applying traditional relation extraction techniques to new domains often requires defining new target relations and sometimes hand crafting training examples for them. For this reason open information extraction (Open IE) was first introduced by Banko et al. [11]. Open IE was a slightly different modification to the Relation Extraction task, in which it isn’t required to define the target relations beforehand. This has enabled large scale extraction of relations over millions of documents from the Internet in multiple domains. Open information extraction is often referred to in the literature as: open relation extraction, unsupervised relation extraction, webscale relation extraction or extraction of emergent relations.

One of the earliest developed Open IE systems was TextRunner [11]. TextRunner extracts relations by "running" over a large corpus of text and examining the text between noun phrases in a large corpus, utilizing in this a part of speech (POS) tagger and noun phrase chunker. ReVerb [54] is a later developed OpenIE system that seeks to alleviate the large number of noisy relations extracted by previous systems by adding some predefined constraints. One type of constraints were syntactic constraints through restricting the extracted relation into a set of part of speech patterns and the other was lexical constraints by restricting the extracted relations to only those which have many different arguments in a large corpora. These two constraints although very simple, have proved to be very effective. Having said that, this type of systems still suffered from problems such as: inability to handle relations expressed in nominal rather than verbs, inability to handle far dependencies between arguments of the relation. Instead of relying on patterns and heuristics another, Banko et al. [12] modeled the Open IE task as a sequence labeling problem. O-CRF used conditional random field sequence labeler to label each word in a sentence with either being argument of the relation of the relation word itself. O-CRF was trained using heuristics over the penn tree bank and syntactic features including part of speech, regular expressions and word position in the sentence. Having an automatic sequence labeling algorithm rather than hand crafted patterns can yield in higher recall, yet because each assignment in the sequence is uncertain, the likelihood that the extracted relation phrase is flawed increases with the length of sentence and far dependencies between the relation arguments, let alone the need of creation of a training data.

In addition to all of the previous limitations, most of the previous systems have focused only on extraction of binary relations from text and ignored the contextual information that might exist with the relations. This contextual information can hold additional information such as the time and the location of a relation. In other cases the contextual information can totally change the validity of a relation, this often occurs when the relation
is modified with a belief, attribution, hypothetical or any other conditional context. OLLIE (Open Language Learning for Information Extraction) [152], by Mausam et al. was the first Open IE system to address the context of extracted relations. OLLIE is bootstrapped by high confidence relations extracted from ReVerb. These extractions are annotated with the dependency parse information and patterns were learned for future extractions. The confidence of every relation was calculated using logistic regression classifier and a set of features including the existence of contextual modifiers. Accordingly if a sentence is modified by any context which might affect its validity, it will be automatically learnt and a lower confidence will be given to this relation. Listing 3 shows a sample output of OLLIE and how contextual information can affect the confidence of the triple.

Listing 3: sample extractions of OLLIE Open IE system

> Earth was flat.
0.714: (earth; was; flat)

> People believed that earth was flat.
0.596: (earth; was; flat)

In this section, we have discussed different open problems for information extraction from free unstructured text. We categorized each of the tasks according to the type of relations they are extracting from the text and discussed the most successful algorithms in the literature for each task. Although Traditional Relation classification has been very useful in many tasks such as knowledge base population, ontology creation, and question answering, there hasn’t been any consensus on a list of relations fit for all purposes and all domains, let alone that relation classification is only concerned only with binary relations. Thus, other open research problems have emerged which handles n-ary relations and emergent relations such as template filling and open information extraction. Having said that, many of the features and techniques that proven to be effective in one of these problems can be easily utilized and ported to other problems, for example, Xu et al. [193] utilized TreeKernels, which one of the most successful methods in relation extraction in the problem of open relation extraction and proved to be more efficient than other pattern based open IE systems. Many of resources developed for different purposes can be utilized in the task of information extraction either in training or bootstrapping of models. This includes Knowledge bases such as DBpedia [23], Wikidata [53], Wordnet [55], Other resources such as PropBank [98], FrameNet [10] which were originally crafted for the task of Semantic Role Labeling contains information about semantic frames, which can be utilized in extraction of n-ary relations. Within the context of Question Answering we can find that almost all of these previous tasks can fit for preparation of data for Question Answering, depending on the domain of application. However, an additional work will be included. As an example, by examining the output of the most Open Information retrieval systems we can notice it is still an open research problem to define a standard output to be easily queried later by QA systems. On the other hand, these standard formats shall fully represent the information and not loose any information which might happen for example when grounding n-ary triples to a list of binary ones, or when dealing with numerical attributes for relations.

2.2 Utilising structured data sources – the case of Wikidata

For publishing structured data on the Web and making them as reusable as possible – for QA and for any other purpose – it is generally advised to follow the 5-star deployment scheme for open data.[6] For the purpose of QA in the WDAqua project, we will therefore prefer data sources that are natively available as Linked Data – open, but also, in enterprise scenarios, with access restrictions. A source which is not natively available as Linked Data – but that has nonetheless recently been encoded in RDF and connected to the Linked Data Web – is Wikidata. This is a highly relevant data source which has been not thoroughly exploited yet for QA, notwithstanding some attempts in that sense. An example is the Platypus project[7], which is still in an alpha version, though. In the following, we review the characteristics of the Wikidata project, highlighting the ones that are relevant for its use in a QA system.

Wikidata is a project of the Wikimedia Foundation, launched in October 2012, which aims primarily at building a free knowledge base to provide structured data to support Wikipedia and other projects, either internal or external to Wikimedia.[8] In the first phase of its deployment, it was intended to replace the links

---

connecting different language versions of Wikipedia articles with a centralised system. The first version of Wikipedia to make use of this interlanguage linking system was the Hungarian one, in January 2013.\(^9\) While it was extended in March of the same year to all the other languages.\(^10\) A following phase aimed at enabling all Wikipedia language editions to access Wikidata, in order to populate their infoboxes (i.e., the structured tables that provide facts about entities of certain types, such as cities) and enrich their articles. A third phase, currently ongoing, involves the creation of enhanced querying capabilities and lists of data stored in Wikidata.

Wikidata is a free and collaborative project, in that its data is entered, edited, and managed by users. The existence of an already broad community, such as the Wikimedia one, ensures that data is continuously curated and updated. In addition, it has allowed to gather up to the present day data about more than 15M entities\(^11\), related both to general and specialised knowledge. This data can be freely reused and shared, as it is released under CC0 license \(^12\), an open license that allows to use, modify, and distribute it, without requiring any permission.\(^13\) Furthermore, it can be accessed through web services in several formats, such as JSON and RDF. Wikidata is inherently multilingual: non-language specific data, e.g., numeric data, dates, or relationships between entities, entered in a language is immediately available in all other featured languages.

To make an example, if we state that the entities Italy and Rome are connected by the relationship has capital, this information would be available to users in any language, with the difference that each one will visualise their labels – i.e., their “human understandable” names – in her preferred language. This is made possible by the fact that Wikidata uses URIs for its entities. Moreover, these are divided into Items and Properties, with Classes being instances of the first type. A network of relationships between Properties and Classes, i.e., Items, constitutes the structure of Wikidata, which has therefore been defined as “rather schemaless” \(^9\), since it does not rely on any formal ontology.

A particular data model is used by Wikidata. This describes entities by means of statements composed of a property-value pair – called claim – and optional qualifiers and references. The first ones can be added to a property-value pair to add contextual information and relationships \(^14\). The latter ones are used to store sources for a statement. The presence of qualifiers and references in statements required an ad-hoc approach to encode this knowledge base into RDF, in order to make it available as Linked Data. The solution employed involved the creation of auxiliary individuals representing the statements to which a qualifier or a reference was applied \(^15\). In a QA system, when available, references can be used to provide provenance details for the data used and to help users identifying trustworthy information. Moreover, the possibility to add sources and qualifiers to claims enables to report contradictory assertions about the same fact. This is of particular interest for QA systems, as it allows to provide diversified answers about debated topics. As an example\(^16\), one user might pose the question “is Kosovo a country?” Although a big part of the EU and UN have recognised Kosovo as an independent state, some countries consider it as a part of Serbia. Wikidata allows to include both positions, each one possibly supported by a source and by a qualifier specifying the date in which it declared its independence. A system relying on Wikidata could therefore provide the user with an answer including both these points of view, each one justified by some third source and enriched with additional contextual information.

Finally, we would like to summarise the reasons that make Wikidata a highly valuable resource for QA systems. First, it is a huge source of information, with general and specific coverage. Second, this information is curated by a vast community of users, which makes it on average fairly accurate – it has been claimed that Wikidata should have higher data quality than DBpedia, due to manual curation \(^9\) – and updated – an entity describing the October 2015 Ankara bombings was created by users shortly after this happened \(^15\). Moreover, data is exportable through several web services and is available on the Linked Data Web, with outgoing and ingoing links to other knowledge bases, such as DBpedia. In addition, entities have multilanguage labels, which may help interpreting and disambiguating queries in different languages. Finally, due to a data model that allows the addition of qualifiers to statements, Wikidata can be used to provide answers reflecting different points of view, including provenance information for each of these.

---


\(^10\)\url{http://blog.wikimedia.de/2013/03/06/wikidata-nov-live-on-all-wikipedias/} consulted on October 27, 2015.


\(^12\)\url{https://creativecommons.org/publicdomain/zero/1.0/} consulted on October 30, 2015.

\(^13\)This example follows the one made by the former project director of Wikidata, Denny Vrandecic, in a blogpost introducing some Wikidata features: \url{http://blog.wikimedia.de/2013/02/22/restricting-the-world/} consulted on October 30, 2015.

\(^14\)\url{https://creativecommons.org/publicdomain/zero/1.0/} consulted on October 27, 2015.
2.3 Assessment of dataset quality

Recent advancements in the fields of Web of Data and Data Science have led to an outburst of standards related to structured data such as RDF(a), Linked Data, Schema.org, etc., to an increasing amount of such data, and to a wide range of tools to produce, manage and consume such data. To be available for ready consumption, especially in open question answering systems, any such data sources should meet a certain level of quality, e.g., defined by benchmarks. Quality can generally be defined as “fitness for use”, but there are a lot of concrete factors that influence a dataset’s fitness for use in question answering settings and in specific application domains. Recently, a number of research activities have been concerned with automating the assessment of linked data quality. Debattista, who has developed one such tool (Luzzu [43]), provides an overview of other state-of-the-art tools [42], including one by Flemming [60], as well as Sieve [115], RDF Unit [99], Triple Check Mate [197], LinkQA [73], and LiQuate [143] and Luzzu [43]. In this section, we summarise the concrete criteria by which the quality of linked data can be assessed, with a special focus on those criteria that are relevant to question answering.

In a comprehensive review of literature and systems, [198] have identified the dimensions of linked data quality and categorised them as follows:

- **Accessibility dimensions**: This category covers aspects related to retrieving and accessing data, which includes full or partial access and different technical means of access (e.g. the possibility to download a data dump vs. the availability of a SPARQL endpoint, i.e. a standardised query interface). Examples include availability and interlinking.
  - **Availability** is generally defined as the ease of access with which particular information is obtainable or rapidly retrievable for ready consumption. In a linked data context, availability can be referred to as the accessibility of a SPARQL endpoint or RDF dumps or dereferenceable URIs.
  - **Interlinking** is relevant as it refers to the data integration and interoperability. RDF triples that provide a link, between the entities recognised by the subjects and those recognised by the objects, crucial for interlinking.

- **Intrinsic dimensions**: This category covers aspects that are independent of the user’s context, or the application context – such as accuracy and consistency.
  - **Accuracy** refers to the degree of a dataset correctly representing the captured real world facts and figures in the form of information with high precision. Consistency refers to the independence from logical, formal or representational contradictions of a dataset with respect to others.

- **Trust dimensions**: This category is concerned with the perceived security and reliability or trustworthiness of the data and its source. For example **Verifiability**.
  - **Verifiability** refers to the authenticity and correctness of the dataset. This primarily consists of verifying the authenticity and correctness by either an unbiased third party such as a provenance vocabulary.

- **Dataset dynamicity dimensions**: This category is concerned with the freshness of data over time or timeliness, i.e. the regularity of updates or merges and so on.

- **Contextual dimensions**: This category is concerned with the context of the task which is being pursued – such as completeness and security.
  - **Completeness** is referred to as the degree to which information in the dataset is complete or not missing. The dataset should have all the required objects or values for a given task in order to be considered as complete. Thus, arguing intuitively, completeness is one of the concrete metrics for linked data quality assessment.
  - **Security** denotes the degree to which a particular dataset is resistant to misuse or alteration without appropriate user access rights.

---

15 The amount not only of structured, but also of semi-structured and unstructured data available online is also steadily increasing; however, for the purpose of our work we assume that such data has first been translated to the RDF data model using standard tools, e.g. from the Linked Data Stack [9].

16 In this section, we do not abbreviate “question answering” as “QA” to avoid confusion with “quality assessment”.
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• Representational dimensions: This category is concerned with the design and representation of the data and its schema. For instance, understandability and interpretability.

  – Understandability can be achieved by providing appropriate human readable annotations to a dataset and its entities, and by consistently following a certain regular expression as a pattern for forming entity URIs.

  – Interpretability refers to adhering to the standard practice of representing information using appropriate notations, symbols, units and languages.

Data quality dimensions in all of these categories can be relevant in question answering scenarios. Our next step is to identify more systematically what dimensions of data quality are specifically relevant in the typical application domains of question answering, or sufficient for determining a dataset’s “fitness” for question answering. Having identified such dimensions, we have two goals: identifying datasets that are suitable for question answering at all, and then, for those datasets that are, identifying more specifically what quality problems they still suffer from. This leads to the questions of what concrete quality metrics for the relevant quality dimensions can be computed on such datasets in a reasonable way, given, e.g., the expressiveness of their schemas, and, secondly, whether implementations are available to effectively and efficiently compute these metrics on the given datasets. Regarding implementation, we expect that the Luzzu linked data quality assessment framework provides a sufficient number of fully implemented quality metrics that are ready to use in a question answering setting, that further existing implementations of metrics in Luzzu can be specifically adapted to make them suitable for quality assessment related to question answering, and that, finally, Luzzu’s flexible extensibility even enables us to implement new metrics that may be required. In summary, our near-future work will be concerned with defining a generally and flexibly applicable framework for automating the process of rigorously assessing the quality of linked datasets for question answering by identifying, formalising and implementing the required metrics.

2.4 Handling trust and provenance of Web data

Generation and consumption of semantic data is increasing each day from many different publishers, including science data (such as in astronomy or gene fields), open government initiatives or the Linked Open Data project. Data trustworthiness is, however, an important factor hampering the evolution data web technologies. In an environment of information published independently by many different actors, data veracity and quality is usually uncertain, and there is always the risk of consuming misleading data. How to assess the trustworthiness of given data and search authoritative data, in order to decrease this risk, has been a concern since the inception of the Semantic Web, but it has not been deeply explored and is still a challenge. Nonetheless, it is a topic cross-pollinated by other fields [7], such as Artificial Intelligence [144], the World Wide Web [68], or Multi-agent Systems [131]. Trust is a wide topic with different aspects such as data attribution and provenance, trust representation, and trust assessment. It is important to keep in mind that trust depends on both objective and subjective criteria. That is, while a number of metrics can be used to measure a variety of trust aspects, different consumers may have disparate trust criteria or tolerances for diverse operations.

Data attribution and provenance deals with the origin of the data, be it who generated or published it, when the data was created or what is its temporal validity, or how it was produced (particularly useful when reasoning is involved). Initial attempts to use reification of RDF statements to include meta-data shown that it was not an optimal solution [30], and currently the common approach is to annotate the additional information, attaching it to the statements. Early works suggested the usage of quads (i.e. tuples of four elements) to add this information to a triple [111, 61], and in 2005 Carroll et al. consolidated the idea for using Named Graphs [31]. This idea is further extended by Flouris et al. [61] with semantics for combinations of different named graphs when inferring new triples. RDF T.I N-Quads [28] is a current W3C Recommendation for encoding RDF using quads to include the graph name on each triple.

However, quads are not enough when dealing with more than one type of provenance. On the one hand, a few works have tried to approach the idea of reification with a different angle, such as Provenance Context Entities [145], Singleton Properties [126], or object reification [53], but they still have not gained traction. On the other hand, some works propose different solutions to attach the desired information on the triples [71, 49, 149, 202], with a special emphasis on developing semantic extensions for meta-data, allowing to compute their value when reasoning with triples from different sources, and to include meta-data in the queries.
While not focused on Semantic Data annotation, it is also worth mentioning PROV \cite{102}, the W3C recommendation for inter-operable interchange of provenance information in heterogeneous environments. The PROV-O ontology allows to record information about the Agents, who create or modify Entities by means of Activities. This standard has been implemented to model dynamic provenance on RDF graphs by Halpin and Cheney \cite{74, 28}, allowing to store, update and retrieve provenance meta-data as part of SPARQL sentences.

Those solutions provide means to annotate and manage provenance information, but they assume the validity of these annotations (i.e. they trust the provenance information). Some authors handle with the possibility of impostors trying to add deceiving information about semantic data provenance using cryptographic techniques \cite{29, 147, 148, 87}.

**Trust representation** focuses in modelling and using ontologies for trust information and relations between different entities in a system. Early works propose simple ontologies or vocabulary extensions to existing ones. Golbeck et al. \cite{69} extend the FOAF ontology by adding new specific vocabularies to express levels of trust on persons and/or subjects; Heath and Motta \cite{84} propose an ontology based on FOAF and SKOS to model trust on the expertise for different people and topics. Later works propose full-fledged ontologies. Some of them are designed with a focus on specific domains. Sherchan et al. \cite{157} introduces a reputation-based trust service ontology and a framework for trust management services that considers not only services trust but also trust as a service. Other authors, however, try to model a generic representation for trust. Alnemr et al. \cite{5} presents a Reputation Object for achieving reputation interoperability and portability between different domains. In this model reputation is comprised by diverse criteria, each one with different possible values. This ontology is extended by Ceolin et al. \cite{32} to model trust in data, which arguably was not properly addressed. Koster et al. \cite{100}, by contrast, define a mathematical framework for trust alignment between agents with dissimilar trust models. This allows the agents to align their subjective trust evaluations and communicate objective information about the interactions these evaluations are based on.

**Trust assessment** works try to compute trust measures for data or data producers. Those measures can be general or specific for every user. Most of the authors focus on semantic web agents computing trust information on different entities, based on previous experiences and shared information with other agents \cite{46, 138, 69, 48, 67, 92}. Those agents can be automated agents or physical users, while the evaluated entities can be other agents or data (possibly in relation with its provenance).

### 2.5 Dataset cleaning and enrichment

The Linked Open Data (LOD) Cloud consists of 1,100 datasets, as of 2014 \cite{151}. Although more and more data is being published as linked data, the quality of datasets varies significantly. The LOD Cloud comprises datasets of varying quality, ranging from extensively curated datasets to crowd-sourced data or data extracted from semi-structured or unstructured sources of often relatively low quality. Datasets may contain out of date, incomplete or incorrect data, which might lead to wrong answers to questions. Dataset completeness and accuracy are among the key requirements for QA systems \cite{180}.

In order to provide accurate and consistent data, consolidation of different data representations and cleaning of redundant, out-of-date, conflicting, and erroneous information becomes necessary. Data cleaning, also called data cleansing, refers to the process of improving the quality of data by detecting and removing errors and inconsistencies from data \cite{133}. Since data cleaning depends on the application domain, there is no commonly agreed definition of the term. Data cleaning problems can be roughly categorized in to single-source and multi-source problems. Data cleaning is especially required when data is integrated from heterogeneous sources and should be addressed together with other relevant transformations such as mapping data to a common schema. In general, we can distinguish between syntactic and semantic data quality problems. Syntactic quality problems are errors related to the data format including misspelled values, domain format errors, use of undefined abbreviations, and non-standardized formats for values (e.g., using different date format). Semantic errors are violations of the vocabulary (or ontology) such as integrity constraints, duplicated values, use of instances that contradict the domain or range of a property, and contradicting values.

Data cleaning approaches can be categorized into manual (crowd-sourced) cleaning, semi-automatic cleaning, and automatic cleaning. Manual data cleaning is a very tedious task, but results in high quality data if done by experts. Given the typical size of LOD datasets, manual cleaning approaches are infeasible, if not impossible. CROCUS \cite{35}, a cluster-based ontology data cleansing framework, provides a semi-automatic approach, for instance level error detection in a dataset. It detects errors in a semi-automatic way, which are afterwards
validated by non-expert users called “quality raters”\textsuperscript{17}. Automatic cleaning approaches can employ rule-based, query based\textsuperscript{99}, or machine learning based\textsuperscript{2, 130, 19} techniques. Kontokostas et al.\textsuperscript{99}, presented an approach for test-driven quality assessment of Linked Data using SPARQL query patterns for running data quality tests against RDF knowledge bases. Lehmann et. al.\textsuperscript{103} presented an algorithm called DeFacto (Deep Fact Validation) for validating facts by supplying the relevant sources of the fact (provenance information) and confidence scores for the correctness of these facts. The SDValidate\textsuperscript{130} method exploits the statistical distribution of types and properties to identify possibly wrong statements in a dataset.

Furthermore, we can also classify data cleaning approaches based on the type of data they use as instance based versus schema based data cleaning methods. Instance based cleaning methods do not use the schema of a knowledge base, i.e., they only consider the instances in a dataset. Schema based cleaning methods use logic-based reasoning methods, such as RDFS or OWL inference, based on the schema of the dataset.

The LOD Cloud comprises many large public datasets in different domains. The heterogeneity of these datasets requires numerous integration steps before they can be used effectively in applications. Data integration frameworks such as the Linked Data Integration Framework (LDIF)\textsuperscript{155}, the Information Workbench\textsuperscript{74}, Semantic Web Pipes\textsuperscript{123}, and ODCleanStore\textsuperscript{118} can be used to integrate heterogeneous datasets. LDIF is a framework that translates heterogeneous data from the Web into a homogenized local target. LDIF maintains an integration pipeline starting from data retrieval, continuing with schema mapping, duplicate detection, quality assessment, and concluding with fusion. After retrieving data from the Web, using the R2R mapping language\textsuperscript{20}, the schema translation phase translates the source vocabularies to a local target vocabulary. Then LDIF uses the SILK\textsuperscript{90} identity resolution and linking tool to discover URI aliases and replace them with a single target URI (also adding \texttt{owl:sameAs} links to the original sources). The next step is to assess data quality and resolve conflicts from different sources using Sieve\textsuperscript{175}. Finally, the output of the integration process as accompanied by provenance information and written in a quads format, i.e., triples are extended by a fourth component that carries the provenance information. ODCleanStore\textsuperscript{118} supports the management of Linked Data including tasks such as data cleaning, linking, transformation and quality assessment. As a first step, ODCleanStore carries out data cleaning on each source dataset. ODCleanStore also employs SILK for entity resolution and linking. Unlike LDIF, ODCleanStore uses manually provided trust scores for named graphs and it then computes an aggregated quality score based on the scores of the sources (named graphs). Once duplicate quads have been identified by SILK, ODCleanStore normalizes their subject URIs into a single URI, removes duplicates and then groups quads with conflicts. Then, for each set of conflicting quads, appropriate conflict resolution policies (e.g., MIN, MAX, BEST, AVG, . . .) are applied to a value, considering the trust scores of their source graph. The output of the pipeline is a set of integrated quads accompanied by provenance and quality scores of the source. Bischof et. al.\textsuperscript{19} presented a platform for collecting, integrating, and enriching open data about cities. Their Open City Data Pipeline collects, cleans, and integrates various open data sources; then it uses statistical regression methods for predicting and filling in the missing values.

The other main requirement for QA system is completeness of the data, i.e. a complete coverage of the domain. Besides assessing the coverage of a domain (e.g. against a gold standard or reference dataset), coverage quality problems include missing values of entities such as missing values, types, or attribute information. Different enrichment methods can be utilized to complete datasets for the purpose of QA. Enriching datasets can range from extracting new facts from unstructured sources, such as text, to inferring implicit facts from RDF data, to indexing (see Section\textsuperscript{2.6} and equipping datasets with linguistic resources. Gagnon et. al.\textsuperscript{62} uses natural language processing techniques to extract RDF triples from literals. The knowledge schema for the representation of extracted knowledge and extraction rules are defined manually. The extractor is based on a set of rules expressed in syntactic patterns and a specification of how RDF triples are to be generated from the dependency trees that will be matched with the patterns. The extraction uses the Stanford Parser\textsuperscript{17} to generate the dependency tree from the literals. Manually defining enrichment rules and the sequence of enrichment functions can be a tedious task. Sheriff et. al\textsuperscript{158} presented a supervised learning approach based on a refinement operator and a self-configuration algorithm that automatically defines RDF dataset enrichment pipelines. Given the pairs of concise bounded descriptions (CBDs) of resources with the enriched version of the same resources, the algorithm learns sequences of atomic enrichment functions that can be applied to generate enriched versions of datasets. SDType\textsuperscript{129} can be used for completing missing type information in large knowledge bases automatically extracted from the Web or by crowd-sourcing. These types of datasets contain information that violates the schema definition of the knowledge base or data that do not follow the schema of a dataset. This means, inferencing using traditional reasoning methods may produce
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nonsensical results. Like SDValidate, SDType uses the statistical distribution of types and properties to discover the possible type of untyped entity (or additional type for a typed entity). SDType uses links between resources as indicators for types by following a link-based object classification approach [65]. SDType employs a link-based weighted voting mechanism to heuristically infer instance types by exploiting other axioms in a knowledge base, in particular links between instances.

Many datasets lack a combination of rich schema and instance data that allows querying and inferencing as well as consistency checking and debugging. Tonon et al. [169] presented a technique for fixing the domain and range of properties using context disambiguation. B¨ uhmann et al. [25] presented a semi-automatic schema construction approach that extracts the most frequently used axiom patterns from existing knowledge bases and converts them to SPARQL-based pattern detection algorithms, which allow for enriching the schemata of the knowledge bases. In the first step, the preparation phase, the frequency of axioms is determined by analyzing several ontology repositories; then, patterns are converted to SPARQL queries. In the execution phase, the actual axiom suggestions are generated. After converting axioms to SPARQL query patterns, instances in the query pattern are replaced with variables, which results in another query pattern. Then, the results are projected to all entities that were replaced by variables, and the frequency of their combination is counted. Finally, the confidence score of axiom candidates is computed, i.e., the F-measure of each candidate.

Similarly, different data mining approaches, such as association rule mining techniques, can also be used for data and schema construction. In [2], Abedjan and Naumann, introduced “mining configurations”, an approach that enable a user to define different rules that helps with predicate suggestion, data enrichment, ontology improvement, and query relaxation. In [2], the authors presented an association rule mining technique for schema and data enrichment. They present two algorithms. The first algorithm suggests new predicates for a given entity by mining predicates. The second algorithm generates new statements for a given dataset by mining predicates and objects, without using external resources.

2.6 Web data indexing

With the recent explosion of data and also non-expert data consumers, the challenges of information retrieval have also increased by leaps and bounds. Systems originally based on keywords matching, nowadays report to return very poor quality results due to the overwhelming outburst of data. An efficient search engine is therefore required to make use of a variety of additional factors for improving performance such as heuristics, linguistic resources and also statistical models.

A typical QA system is empirically only as good as the performance of its indexing module. The performance of indexing serves as an upper bound to the overall output of the QA, since it can process only as much data as is being presented/served to it from the indices. The precision and recall of the system may be good, but if all or most of the top relevant documents are not indexed in the system, the system performance suffers and so does the end user.

Many researchers have compared effectiveness across a variety of indexing techniques. Their studies show improvement if multiple techniques were combined compared to any single individual indexing technique [134]. In the present scenario, information retrieval systems are carefully tailored and optimised to deliver highly accurate results for specific tasks. Over the years, efforts of developing such task specific systems have been diversified based on a variety of factors.

Based on the type of the data and its application settings, a wide range of indexing techniques are deployed. They can broadly be categorized into three categories based on the type of data they index, namely: structured (e.g. RDF, SQL, etc), semi-structured (e.g. HTML, XML, JSON, CSV, etc.) and/or unstructured (e.g. text dumps) data. These are further classified by the type of techniques they use for indexing and/or also by the type of queries which are addressed by a particular technique. These techniques inherently make use of a wide spectrum of underlying fundamental data structures in order to achieve the desirable result.

Most of the systems which deal with unstructured or semi structured data make use of inverted indices and lists for indexing. For structured systems, a variety of data structures such as AVL trees, B-Trees, sparse indices, IR trees, etc., have been developed in the past decades. Many systems combine two or more data structures to maintain different indices for different data attributes. We present a short survey of indexing platforms and data structures used in a wide range of QA systems in the table 1.
<table>
<thead>
<tr>
<th>System</th>
<th>Data structure used</th>
<th>Platform used for indexing</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWSE/YARS2 [88]</td>
<td>Sparse, Inverted Indices for RDF quads</td>
<td>Lucene</td>
</tr>
<tr>
<td>SINDICE [127]</td>
<td>Inverted Index and On-disk persistent storage</td>
<td>Solr</td>
</tr>
<tr>
<td>SINA [156]</td>
<td>Bitmap index on RDF quads (total 5 indices are maintained: 2 full rdf quad indices, 3 partial rdf quad indices)</td>
<td>OpenLink Virtuoso</td>
</tr>
<tr>
<td>HAWK [181]</td>
<td>*N/A</td>
<td>*N/A</td>
</tr>
<tr>
<td>TBSL [178]</td>
<td>Inverted Index</td>
<td>Solr</td>
</tr>
<tr>
<td>EYPHRA [159]</td>
<td>Inverted Index</td>
<td>Lemur-Indri</td>
</tr>
<tr>
<td>POWER AQUA [106]</td>
<td>Inverted index</td>
<td>Lucene (two indices are prepared taxonomically)</td>
</tr>
<tr>
<td>AQUALOG [104]</td>
<td>*N/A</td>
<td>GATE MIMIR architecture (<a href="https://gate.ac.uk/sale/tao/index.html">https://gate.ac.uk/sale/tao/index.html</a>), possibly with Lucene</td>
</tr>
<tr>
<td>SIG.MA [170]</td>
<td>Inverted Index and On-disk persistent storage</td>
<td>Solr</td>
</tr>
<tr>
<td>QUADS [179]</td>
<td>Inverted index</td>
<td>Lucene</td>
</tr>
<tr>
<td>MAYA [97]</td>
<td>(key, value) pairs</td>
<td>Traditional index with RDBMS</td>
</tr>
<tr>
<td>ESTER [13]</td>
<td>Extended inverted index - inverted index with scores for each word; combines prefix search and join operations</td>
<td>Proprietary module</td>
</tr>
<tr>
<td>QAST [93]</td>
<td>Inverted index with term weighting ((Minimal Span Weighting))</td>
<td>Lucene</td>
</tr>
<tr>
<td>FREYA [40]</td>
<td>*N/A</td>
<td>Sesame/OWLIM (aka GraphDB)</td>
</tr>
<tr>
<td>QAKIS [26]</td>
<td>*N/A</td>
<td>*N/A</td>
</tr>
<tr>
<td>MEANS [14]</td>
<td>Inverted index</td>
<td>Terrier</td>
</tr>
<tr>
<td>WATSON/DEEPQA [96]</td>
<td>Persistent disk caching</td>
<td>Watson Explorer Engine XML (VXML)</td>
</tr>
</tbody>
</table>

Table 1: A table comparing the indexing platforms and data structures used by a variety of QA systems. *N/A - to be interpreted as data not available
3 Querying ontologies using natural language

The previous section described how it is possible to find in the Web valuable data and how to make it fit for QA. The de facto standard for querying this data is SPARQL. This query language is very powerful but can be used only by experts. For example the question “What is the population of Europe?” can be answered querying DBpedia using the SPARQL query in figure 1.

```
Select ?p where {
  dbr:Europe dbp:populationTotal ?p
}
```

Figure 1: Example of SPARQL query

In this section we describe how current QA systems make the data, described in the previous section, accessible to the end-user. The idea is to construct a SPARQL query from a question in natural language, whether it is in speech or written format. In the case of speech, a first step is to transform it to text (subsection 3.1); then, text and semantic analysis (subsections 3.2 and 3.3) allow to extract the relevant information from the original string; finally, a query generation stage constructs the query (subsection 3.4). In addition, popular benchmarks for QA (subsection 3.5) and the need for a generic framework to interweave current approaches (subsection 3.7) are also explored.

3.1 Speech recognition

Speech recognition is the process of converting the words spoken by a person and recorded in an audio file or stream to its transcription. In QA systems, the specific task is to recognise the questions uttered by the user. Spoken input can be embedded into a QA system in two ways: one is to interface an Automatic Speech Recognition (ASR) unit with the QA system, considering them as two independent systems; another possibility is to build a unified system where the components of ASR and QA are interdependent. A QA system generally consists of three phases; question processing, passage retrieval and ranking, and answer processing [95]. Since latter two phases do not directly depend on the spoken input, it is not considered in detail here. The goal of the question processing phase is to extract two things from the question: a keyword query and an answer type, a specification of the kind of entity that would constitute a reasonable answer to the question. This involves language understanding tasks such as semantic parsing and applying various query generation rules. A unified system, as discussed above, is usually constructed by combining ASR and language understanding part of QA system, and has similarities with the Spoken Dialog System (SDS). The conceptual model of spoken dialog system [174] consists of i) ASR, as mentioned above, to convert spoken queries to transcriptions, ii) Spoken Language Understanding, which analyses the transcription to extract semantic representations, and iii) a Dialog Manager, which performs semantic interpretation and decides on the best system action according to which further system responses are generated, either as a natural language output, as a result page or as synthesised spoken sentences. The intelligent personal assistants like Siri, Google Now and Cortana follow the architecture of spoken dialog system. The following examples illustrates a QA system and a dialog system. In a dialog system, the context of a conversation is important, because the upcoming user turns might be dependent on the previous turns, whereas in QA systems, the context of a conversation might not play a major role since the task is to generate an answer for a given question.

<table>
<thead>
<tr>
<th>Example for a QA system</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. user Q1: What is the capital of Germany?</td>
</tr>
<tr>
<td>2. spoken QA system: Berlin is the capital of Germany.</td>
</tr>
<tr>
<td>3. user Q2: How far is Paris from Bonn?</td>
</tr>
<tr>
<td>4. spoken QA system: 510km.</td>
</tr>
</tbody>
</table>

* Q1 and Q2 indicates Question 1 and Question 2 respectively
Conventional speech based QA systems usually concatenate the ASR and QA units \cite{159, 146, 153, 191, 122}. The consequences of this simple concatenation of ASR and QA units are reviewed in \cite{142}. ASR systems are usually built for a specific domain, e.g. for broadcast news or medicine. This implies that the QA system using such a system would also be constrained to a specific domain. The QA system in such a setting is usually based on two paradigms, an information retrieval approach and a knowledge-based approach. Information retrieval means finding unstructured data (i.e. text) that satisfies the user query from large collections of web data. A knowledge-based approach involves a semantic analysis of the query and then the access to structured data \cite{95}. 

The term “knowledge-based question answering” refers to the idea of answering a natural language question by mapping it to a query over a structured database. The database can be a relational database or follow a simpler data model such as RDF triples. The popular knowledge base DBpedia \cite{21} for example has large numbers of triples derived from Wikipedia infoboxes, the structured tables associated with certain Wikipedia articles. With the evolution of enormous triple-based web data in recent days, an effort is being made to enable knowledge-based spoken dialog systems \cite{55, 110, 173}. On the similar lines of knowledge-based spoken dialog system, a knowledge-based unified QA system can be developed. An interference of knowledge graph helps for a semantic analysis of the recognised query and also to improve the automatic speech recognition accuracy. The semantic analysis involves detection of the domain and intent of the spoken query, named entities in a query and the relation between these named entities. In addition to the knowledge graph, large volumes of multi-domain training data (user query and click logs) exist in web search engines. The breadth of this data is so immense, ranging from simple (weather, finding directions, local events) to more complex (shopping, planning a trip, booking a hotel room). The user actions (e.g. clicks) further provide enough constraints so that the labels (domain, intent, slot) of the query can be inferred by the URIs. The web query click logs and knowledge graph have been employed for domain detection \cite{70}, slot filling \cite{172}, intent detection \cite{85} and entity extraction \cite{186}. All of these methods make it possible to build multi-domain SDS with less effort on the annotation of data. On the other hand, for statistical modelling we need a manually annotated training and testing dataset.

3.2 Text analysis techniques

Many QA systems use techniques borrowed from NLP to analyse the natural language questions. We describe some of the typical tools and also discuss their usages.

**Named Entity Recognition** Named Entity Recognition (NER) tools are tools to identify parts of text that refer to a named entity and classify them in predefined categories like person, organization and location. For example in the question: “When was the European Union founded?” it is important to recognize the phrase “European Union” as one entity. This is for example used in QAKiS \cite{26}.

**Part-of-speech taggers** Many QA systems use Part-of-speech (POS) tagging tools, i.e. tools that assign the corresponding part of speech like verb, noun or determiner to the different words in a given sentence. The observation is that in an ontology, a verb generally corresponds to a relation, a noun to either a subject, object or class and a determiner can often be ignored. The general idea using POS-tags is to obtain some reliable POS tags, which in turn can be used to recognize expressions that refer to relations, subjects, objects and classes. This is for example used in PowerAqua \cite{105} and \cite{17}.

**Parsers** A parser is based on a formal grammar. A formal grammar consists of symbols (words) and production rules that are used to combine the symbols. Given a sentence, a parser deduces the combination of production rules that generated the sentence according to the underlying grammar. There are mainly two types of grammars that are used in QA systems: phrase structure grammar (PSG) and dependency grammars (DG).
The idea of PSG is to break down a sentence into its constituent parts. The Stanford Parser supports such a grammar. As an example consider the parsing tree of the question "By which countries was the European Union founded?" returned by the Stanford Parser:

```
WHPP
  IN
  By
  WDT
  the

WHNP
  NNS
  countries

SBARQ
  SQ
  VBD
  was
  DT
  NNP
  the
  NNP
  European
  VBN
  founded

```

At the bottom of the tree are the words in the question as well as the corresponding POS tags. The tags above denote phrasal categories like: noun phrase (NP), verb phrase (VP), main clause of a wh-question (SQ) and direct question introduced by a wh-phrase (SBARQ). In the phrase structure grammar the production rules define how the POS tags can be combined to form phrasal categories and how to combine phrasal categories to new ones.

These types of trees are used similarly to POS tags, i.e. one tries to find some graph patterns that map to instances, properties or classes with high confidence. Differently from POS tags, one can deduce the dependencies between entities, relations and classes. Parsers of such type are used in the QA systems Intui2 [44], Intui3 [45] and Freya [40]. Another type of PSG is used in TBSL [178].

The idea behind DG is that the words in a sentence depend on each other, i.e. a word "A" depends on a word "B". "B" is called the head (or governor) and "A" is called the dependent. Moreover parsers generally also indicate the type of relation between "A" and "B". The Stanford parser supports two types of DG. For one of them the dependency tree of the question "By which countries was the European Union founded?" is:

```
founded
  prep
  By
  auxpass
  Union
  nsubjpass
  was
  det
  the
  nn
  European

  countries
  pobj
  Which
  det
```

There are two main reasons to use dependency parsers. The first is that they make it more easier to extract relations. In the question above the relational phrase "was founded by" is actually scattered in the question making it difficult to extract. This is not the case anymore when using the dependency tree where "was", "founded" and "by" are connected together. The second reason is that by using the tree it is possible to deduce the relations between the parts of the text, i.e. "was founded by" connects "countries" and "European Union". There are different strategies to use dependency trees. They are for example used by gAnswer [203] and CASIA [82]. Another type of DG is used for example by Xser [192].
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Coreference resolution  A problem that can be encountered in questions is that sometimes two or more expressions in a given text can refer to the same entity. For example in the question: "What company did Steve Jobs found after he was fired at Apple?" the words "Steve Jobs" and "he" refer to the same entity. In natural language processing, this problem is called Coreference Resolution. A Coreference Resolution tool is for example used by gAnswer [203].

3.3 Semantic analysis

3.3.1 Entity Linking

Given the question "What is the population of Europe?" it is important to identify the concept to which the phrase "Europe" corresponds to. In DBpedia there are for example different possibilities like: dbr:Europe (intended as a continent) and dbr:Europe_(Band) (referring to a rock band called Europe).

To perform this task, a form of "semantic-coherence" is needed, i.e., a measure for the semantic relation between concepts. For example in the above question it is clear for a human that the term "Europe" refers to the continent and not to the band called "Europe". This can be translated by saying that there is no (or a very weak) "semantic-coherence" between the band Europe and population.

There are different approaches to measure the "semantic-coherence" of two concepts A and B. One is to look in the ontology how long is the shortest path between A and B, i.e. the concepts A and B are more related if the shortest path has length 1 than if it is 5. Another approach is to look in a large text corpus how often the concept A appears in the context of B, i.e. for example if A appears in a window of 10 words around B.

The task of identifying named entities in a text and assigning a URI to them, in some ontology, is called entity linking (EL). Tools which do EL to a Wikipedia URI are AIDA [196], DBpedia Spotlight [114] and Bablefy [124]. While these tools map only to the URIs of Wikipedia, the tool AGDISTIS [182] can be configured to link entities in a text to any RDF ontology.

Moreover in QA, one is generally not only interested in mapping entities, but for example also in mapping parts of a question which refer to relations, e.g. map "is the population of" to the URI "dbp:populationTotal". Many different approaches where proposed to solve this problem: the QA system SINA uses a Hidden Markov Model [156], the system DEANNA uses an Integer Linear Program [194] and the system gAnswer uses a subgraph isomorphism strategy [203].

3.3.2 Semantic Parsing

The purpose of semantic parsing (SP) is to map natural language (NL) input to a formal representation of its meaning. For example, the question "Who is the wife of Barack Obama" can be represented as

\[ \lambda x. \text{spouse}(: \text{Barack Obama}, x) \]

Such lambda expressions can later be mapped to formal database/knowledge base queries that retrieve the answer to the original question. The task of determining the formal meaning of an NL utterance is a central problem in QA but is also useful in the broader context of human-computer interaction (HCI).

One approach to semantic parsing is to couple syntactic production with semantic composition. In this approach, the semantic representation is essentially constructed as a result of deriving the syntactic structure of the input. Different grammars have been employed to implement this approach. Facebook’s Graph Search of 2013 used a Weighted Context-Free Grammar (WCFG). Pythia [177] and TBSL [178] rely on a Lexicalized Tree-Adjoining Grammar (LTAG). Combinatory Categorial Grammar (CCG) [163] is popular for semantic parsing because of its transparent interface between syntax and semantics and its ability to capture a wide range of linguistic phenomena. Both LTAG and CCG are classified as mildly context-sensitive and thus more expressive than CFG’s. An example of a CCG-based semantic parser that has been evaluated on the QA task is given by Reddy et al. [130], where an ungrounded graph representing the input is created using the popular C&C CCG parser, which is then grounded against a knowledge base (KB). UWSPF (University of Washington Semantic Parsing framework) [8] also focuses on CCG-based semantic parsing that can be used for QA. In the context of Linked Data QA, CCG-based parsing for QA has been explored by Hakimov et al. [75]. Even though such syntax-driven approaches should be able to capture complex constructions, they are less

robust w.r.t. malformed input (telegraphic language like in tweets) as it does not obey normal syntactic rules. In fact, Zettlemoyer and Collins focused on relaxing CCG [201] by adding non-standard combination rules.

Some other approaches to semantic parsing do not rely on phrase structure grammars (PSG). One of the most interesting recent works in this direction is Sempre [17, 16]. Sempre does not rely on a grammar to parse the input, instead taking a more flexible approach that generates a large number of possible interpretations according to a few generation rules and subsequently searches and ranks the most promising interpretations. ParaSempre [16] further builds upon this approach and exploits KB-independent paraphrasing models to improve the ranking. An example of another work on QA in the same spirit is Sina [156], which takes a keyword-based approach to federated query construction. The advantage of such approaches is their higher robustness to malformed or noisy input, however, their ability to correctly process complex expressions is questionable. Other recent notable work that does not rely on a PSG includes Xsre [192], which implements a custom phrase-based dependency-style parser that exploits lexical features and semantic labels of phrases recognized in the preceding step.

One of the core problems of any semantic parser is handling the mismatch between natural language and the knowledge available in a KB. Entity Linking (EL) (see Section 3.3.1) is concerned with mapping a phrase to an entity, which entails a (relatively straightforward) matching problem from strings to nodes in a semantic network. A less straightforward problem is to determine how the entities referred to by different phrases in the NL input should relate in the semantic representation built using the target KB. Relations can be explicitly referred to in the input (e.g. :spouse in “Who is the wife of Obama?”) or inferred (e.g. :writtenBy in “Give me all Tolstoy plays”). Determining which relation is referred to in the first case can benefit from a lexicon (like in EL) but may require inference based on context and knowledge in the second case. Sometimes the NL expression of a property for some entity cannot be mapped in a straightforward way, requiring the translation from a canonical representation to a KB-specific representation that can grow complex. Some NL expressions may map to complex structures (e.g. “polyglot” → λx.person(x) \& COUNT(\lambda . speaks(x,l) \& language(l)) > 1) and sometimes a relation is expressed through more complex phrases (e.g. idioms like “kick the bucket”). In addition to recognizing relations, also operators (aggregation, comparison) must be recognized (e.g. “number of mountains higher than Elbrus”). Useful resources of lexical information are relation extraction patterns like in BOA [61] (used in TBSL [178]) or ReVerb [54] (used in Sempre [17, 16]). (A part of) the lexicon can also be specified manually [177, 178, 179].

Finding the argument structure is another core task in semantic parsing. We need to determine how the elements (relations, entities, types, operators) referred to in the input should be put together to represent the meaning correctly. Non-trivial linguistic constructions (e.g. ellipses) may pose a challenge, especially when the input is not well-formed. CCG-based approaches are particularly advantageous in this respect, but, as already mentioned, they can suffer from a low robustness w.r.t. malformed or noisy input. On the other hand, approaches like Sempre [17, 16] and Sina [156] are more robust but do not exploit syntactic features and thus are less able to handle complex language. The ideal approach to determine argument structure would leverage both syntactic and semantic features to process complex constructions and enable robustness to malformed input by exploiting knowledge. Some approaches separate argument structure finding and relation finding (e.g. [192, 136]) for the sake of KB independence of the argument structure decision. Other work uses KB-specific lexica for parsing (e.g. [17, 16, 200, 201]). In general, though, relation finding can be considered inherent to semantic parsing because of the unique character of the problem and its higher co-dependence with the argument structure decision. Moreover, argument structure finding could substantially benefit from the knowledge contained in a KB when done together with relation finding.

A statistical parser needs to be trained and the availability of suitable training data is another problem. A dataset consisting of sentences annotated with their formal representation is the most straightforward training source (e.g. as required by [200] for CCG parsing). However, such datasets are costly to obtain and recent research efforts have focused on reducing/simplifying the supervision required for training. For example, Sempre [17] is trained on question-answer pairs, which are easier to obtain, and ParaSempre [16] tries to improve the ranking of candidate interpretations by exploiting KB-independent paraphrasing models learnt from purely textual corpora. Another method to improve training is to use better features. Especially promising is the application of the deep learning paradigm by modelling language and knowledge using embedding techniques. This recently invigorated field has produced interesting results for relation extraction and KB completion (e.g. [63, 34, 139, 180]) as well as language modelling (e.g. [120, 121, 88]).

Example of a CCG parse: As an illustration, here we present an example of a CCG-based parse of the sentence “Barack married Michelle.” that produces a logical representation. CCG operates on a small number
of combination rules that can be divided in (1) application, (2) type-raising and (3) functional composition. During CCG parsing, first the tokens in the input are assigned categories, in our example those are:

1. *Barack*: NP
2. *married*: (S\NP)/NP
3. *Michelle*: NP

The NP categories for Barack and Michelle bear the same meaning as in POS tagging. The (S\NP)/NP is shorthand notation for something that will become something that will become a sentence after being left-applied with an NP, after being right-applied with an NP. So that when “Michelle” is applied with “married” from the right, “married Michelle” becomes S\NP, which after left-application with “Barack” becomes an S (sentence). This gives the following derivation for the sentence:

\[
\begin{align*}
\text{Barack} \, \text{NP} : \text{Barack}_\text{Obama} \\
\text{married} \quad \frac{(S\,\text{NP})/\text{NP} : \lambda xy.\text{spouse}(y,x) \, \text{NP} : \text{Michelle}_\text{Obama}}{S\,\text{NP} : \lambda xy.\text{spouse}(y,\text{Michelle}_\text{Obama})} < \\
\text{Michelle} \, \text{NP} : \text{Michelle}_\text{Obama} \\
\text{S} : \text{spouse}(\text{Barack}_\text{Obama}, \text{Michelle}_\text{Obama}) <
\end{align*}
\]

For semantic parsing, the challenge is in learning the lexicon, including category assignment as well as the parameters that control parsing decisions.

### 3.4 Query construction

Given an interpretation of some NL input, formally represented, a query can easily be constructed using a set of rules, assuming the query language is expressive enough to handle the formalism of the representation. For example, \(\lambda x.\text{spouse}(\text{Barack}_\text{Obama}, x)\) is mapped to the following SPARQL query: \(\text{SELECT } ?x \text{ WHERE } \{\text{Barack}_\text{Obama} :\text{spouse} ?x\}\). Code for SPARQL query generation is provided as part of the work on Sempre [17, 16].

A non-trivial aspect in query construction is federated querying, i.e. constructing queries that contact multiple KBs to retrieve the answer. Most QA systems query only one KB (with Sina [156] and PowerAqua [105] among the exceptions), while the idea behind Linked Data assumes a decentralized cloud of interlinked KBs with different focus domains. In order to query the Linked Data Cloud, care must be taken of determining which information can be retrieved from which KB. Also the querying strategy is important to avoid unnecessary load and ensure efficiency. One approach, as taken by Sina [156], sends a query to all target KBs. However, better approaches exploiting information content features of KBs should be feasible.

### 3.5 Benchmarks

There are three popular benchmarks for QA: Free917, WebQuestions and QALD. All of them offer a set of training questions, a set of test questions and some fixed evaluation metrics. Free917 [27] consists of 917 questions that can be answered using Freebase. The benchmark contains pairs of questions and semantically equivalent logical forms. The idea behind the benchmark is to use machine learning techniques to learn how to translate a question to an equivalent logical form. WebQuestions [17] contains 5810 questions that can also be answered using Freebase. The benchmark contains questions and the corresponding answers. Here the idea is to learn how to construct a query using question-answer pairs. QALD is a series of yearly benchmark started in 2011. Each year a benchmark is proposed with a specific focus like: addressing multilinguality, questions over interlinked ontologies and hybrid search.

### 3.6 Interweaving decisions

The order of different interpretation decisions is one of the characterizing aspects of a QA system. For example, one can first detect phrases, then determine the argument structure and then ground the phrases in the structure to a KB (as is done in Xser [192]). Another way could be to first disambiguate phrases in the input and then arrange the pieces into a structure.

Classic QA takes a pipelined approach, where first a certain task is performed and its results are used as features in a following task (e.g. NER in Xser [192] that feeds to phrase tagging). However, such a pipelined
approach is prone to error propagation. Errors made in the early steps will most likely cause errors in following steps that depend on the results of the earlier steps. Whichever way the pipeline is constructed, one-way dependence of one task upon another will cause error propagation. Of course, one could arrange the steps in such a way that less error-prone tasks are performed earlier. Another way is re-ranking the different possible interpretations, however, if the right interpretation is not among the candidates, the errors will still not be recovered.

Another way to address the problem of error propagation and to improve the results of the whole task is joint modelling. A prime example of joint models is the work of Singh et al. [160]. In this work, a joint model for (1) entity tagging, (2) relation extraction and (3) coreference resolution is investigated. The authors first present separate models for each of the three tasks and then model the dependencies between the three models by connecting the three tasks into one factor graph.

The advantage of joint modelling for complex tasks such as QA is evident: different subtasks of the complex task can have dependencies among each other (e.g. linking a phrase to some entity provides some indications for coreference resolution and vice-versa). Joint inference enables us to solve such a complex task with better results by deciding for the different subtasks simultaneously (as opposed to solving them in a pipeline), allowing each subtask’s decision to take into account the decisions of the other subtasks. This idea has recently gained more traction, with the work of Singh et al. [160] and the QA system CASIA [82] being some of the interesting examples.

Probabilistic Graphical Models (PGM) are straightforward ways for joint modelling but other techniques (such as Integer Linear Programming (ILP)) can be used as well. One of the challenges of joint modelling is the bigger solution space resulting from joining multiple models into one. Recent research has focused on efficient inference and training of large PGMs (e.g. the work of Sutton and McCallum [167, 168]) but it still remains an interesting area of investigation. Another challenge is the availability of suitable training data. Determining the parameters of the parts of a joint model that model inter-dependencies between different parts requires training data that provide supervision for all those different parts we wish to join.

Joint inference might prove an interesting direction of research and development. It could also be of particular interest for our architecture to enable easy development and joining of models by providing supporting facilities in the framework.

3.7 Architecture for query processing

The Web of Data has attracted the attention of the QA community and recently, a number of QA systems that take advantage of web data and are aware of the schemas of such data have been introduced. In this subsection, we describe different state-of-the-art QA systems and their limitations, motivating the need for a modular, message driven architecture.

QA is a multidisciplinary field; it bridges artificial intelligence, information retrieval, and knowledge management. Recently, the QA community paid considerable attention to adapting and improving QA systems by taking the Web of Data into account. These attempts led to a new generation of data-aware QA systems. These systems can be distinguished by their scope of applicability and their approaches. Closed domain QA systems consider a specific domain to answer a question. These QA systems are often limited to a specific Knowledge Base (KB), for example one containing medical facts [1]. The advantage of limiting a system’s scope to an explicit domain or ontology is that there is less chance of ambiguity and a high accuracy of answers. On the other hand, it is difficult and costly to extend closed domain systems to a new domain or reusing them in implementing a new system. To overcome the limitations of closed domain QA systems, researchers have shifted their focus to open domain QA systems. The latter use publicly available semantic information resources such as FreeBase [22] or DBpedia [21] to answer questions.

Other types of QA systems described in [165] extract answers from an unstructured corpus (e.g. news articles), or other various forms of documents available on the Web. They are known as corpus based QA systems. QuASE [165] is such a corpus based QA system that mines answers directly from the Web. In 2011, the yearly benchmark series QALD (Question Answering over Linked Data) was introduced [20] in the latest advancements, QALD now focuses on hybrid approaches using information from both structured and unstructured data. Many developers of open domain QA systems now use QALD as a benchmark for their evaluation. PowerAqua [105] is an ontology based QA system which answers the question using information that can be distributed across heterogeneous semantic resources. FREyA [40] is another QA system that increases precision by learning users query formulation preferences. It also focuses on resolving ambiguity while using natural language interfaces.

http://www.sc.cit-ec.uni-bielefeld.de/qald/
QAKiS \cite{20} is an QA system that matches fragments of the question with binary relations of the triple store to address the problem of question interpretation by relation-based matching. SINA \cite{156} is a semantic search engine that can process both keyword-based and natural language queries. It uses a Hidden Markov Model for disambiguating mapped resources and then applies forward chaining to generate formal queries. It formulates graph pattern templates using the knowledge base. TBSL \cite{178} is a template based QA system over linked data that matches a question against a specific SPARQL query. It combines natural language processing capabilities (NLP) with linked data to produce good results w.r.t. the QALD benchmark.

Besides domain specific question answering, QA systems can be further classified according to the type of question (input), its data sources (structured or unstructured data), and according to traditional intrinsic challenges posed by the search environment (scalability, heterogeneity, openness, etc.) \cite{108}.

Many systems have been designed for a particular input type. For example, DeepQA of IBM Watson \cite{125}, Swoogle \cite{47}, and Sindice \cite{127} focus on keyword-based search, whereas the system described in \cite{153} integrates QA and automated speech recognition (ASR). Similarly, there are several examples of QA based on different sources used to generate an answer, such as Natural Language Interfaces to Data Bases (NLIDB) \cite{6} and QA over free text.

Earlier in this section, we have observed that the field of QA is growing and new advancements have been made for each existing approach over a short period of time. However, there is a need of an open framework for generating QA systems that integrate different state-of-the-art approaches. We now discuss some approaches for establishing an abstraction of QA systems and semantic search. Research presented in \cite{170} describes a search ontology that provides an abstraction over a user’s question. Users can create complex queries using this ontology without knowing the syntax of the query. This approach provides a way to specify and reuse search queries, but the approach is limited to defining properties represented within the ontology. Using the search ontology, the user can neither define the dataset that should be used nor other specific properties. The open source QALL-ME framework \cite{57} is an attempt to provide a reusable architecture for a multilingual, context aware QA framework. QALL-ME uses an ontology to model structured data of a targeted domain. This framework is restricted to closed domain QA, and exposes limitations w.r.t. extensions towards heterogeneous data sources and open domain QA systems. The openQA \cite{113} framework is an architecture dedicated to implementing a QA pipeline. The implementation of the QA pipeline is limited to the Java programming language.

For implementing an open QA framework, it is important to define a generalized vocabulary of QA terms. This vocabulary will serve as an abstraction level on top of all the existing QA approaches and will provide interoperability and exchangeability between them. The generalized vocabulary can be further used to integrate different components and web services within a QA system and to address the whole process of QA from the provision of data to communicating the answer to the end user.

For example, DBpedia Spotlight \cite{114} is an open source web service for annotating text documents with DBpedia resources. AIDA \cite{196} is a similar project which uses the YAGO \cite{164} ontology. While the last two examples address only specific ontologies, AGDISTIS \cite{182} is an approach for named entity disambiguation that can use any ontology. To leverage the capabilities of different available web services and different tools for QA systems, a generalized vocabulary is needed.

Considering the mentioned state-of-the-art QA systems and frameworks, it is clear that three groups of problems exist:

1. **Lack of a generic conceptual view on QA systems**: While there are many different architectures for QA systems (e.g. \cite{165, 153, 113, 107}) , most of them are tailored to specific and limited use cases as well as applications. Reusability and interoperability has not (sufficiently) been considered in designing these approaches.

2. **No standardized message format for QA systems**: While existing QA systems employ plenty of available tools and services, general interoperability is still not ensured due to a missing message format. However, there might be great synergy effect in creating QA systems that combine different tools. For example, in a given architecture, Named Entity Recognition (NER) and Named Entity Disambiguation (NED) might be integrated in a single tool. NER solutions might be evolved and thus implemented in either a novel way (e.g. in \cite{114}) or employ existing tools (e.g. the Stanford NER \cite{59}). Thus, integrating a (new) NER approach without a standardized message format is also cumbersome and time consuming. However, integrating different components is difficult and causes a lot of effort for each new implementation.

3. **Scalability and Coverage problem**: Existing schema-driven approaches mainly focus on the input query
It is important to note that most of the available QA systems have limited reusability and extensibility in other QA approaches. Hence, considering the challenges of QA systems there is the need of a generalized approach for architecture or ontology of QA systems and semantic search to be able to integrate all state-of-the-art advancements of QA under a single umbrella. While many of these systems have achieved significant performance in special use cases, a shortage was observed in all of them. We figured out that existing QA systems suffer from the following drawbacks: (1) the potential of reusing their components is very low, (2) extension of the components is problematic, and (3) interoperability between the employed components is not systematically defined. Therefore, there is a need for a descriptive approach that defines a conceptual view of QA systems. The approach must cover all needs of current QA systems and must be abstracted from implementation details. For this, there is the need for a message-driven vocabulary built on an abstract level. The vocabulary should implement lessons learned from conceptual views on different QA systems and will act as a first step towards our aim of designing a message driven QA architecture.

4 Preparation and presentation of answers

After the query has been processed and the data for the answer is gathered, the next step is to process this data for generating an answer in natural language for the user. This section showcases relevant State of the Art that can be useful for that task. First, we overview Q&A communities (subsection 4.1), where user interaction can provide useful information for modelling an automatic QA system. Then, we tackle text generation techniques (subsection 4.2), which can serve as a basis for answer generation in a QA environment.

4.1 User-to-user interaction for QA

Understanding the context of Q&A communities

Nowadays, Internet is the mean where people express their ideas, publish their information, disagree with other people and most importantly access the public information and a wide range of resources. It is remarkable that Internet has become a ubiquitous platform and users can access it with ease. Q&A websites play a significant role on the people’s lives, thus users tend to interact with them on a regular basis.

Q&A sites can be considered as communities of users and participants, providing services similar to the traditional institutions. In the same way that existing organizations provide useful information and answers, Q&A sites can produce faster, more accurate and non-expensive services to the crowd. This reason makes Q&A sites popular and users derive a great amount of question-answering knowledge, which is increasing constantly the latest years. These repositories of data started initially as platforms for exclusive question-answering which evolved gradually in a driven social community of knowledge which process a great deal of information. Nowadays, modern Q&As sites embed an integrated social machine platform and thus participants can interact, connect together and follow the context generated by the crowd.

Content Analysis on Q&As as a provision to an effective User Interaction Interface

This evolution of Q&As sites has spotted the attention of the researchers and the analysis they conduct plays a powerful role in the implementation of future QAs applications. Thus, there comes a great need of understanding and examining the already thriving popular Q&A sites. Doing this will evaluate a lot of aspects of QA regarding the user behaviour, user interaction and users’ needs. Given these studies, there is clearly the opportunity to develop the ideal QA system and broaden the current ones. On top of that, designers will benefit from the knowledge related to the users activity and entropy and would ameliorate the overall experience. Combining all of these ingredients make Q&A sites an interesting case of study for both the researchers and the participants.

There are lots of principles and methods that can produce useful results and insights by studying those sites. Overall, the massive demand is focused on the content created by these communities. Firstly, the analysis will reveal the interaction patterns between the participants and the empathy towards certain subjects of the repositories. Second, it will outcome notable differences in the accuracy of the replies and the plenitude of them. Furthermore, the analysis will find correlations between the activity of the active and passive users and will yield ideas on how people choose their topics and answers recursively among all categories. Likewise, analysing the content and underlying social network can offer different ways to filter and rank answers. For example, those ways can vary from identifying similar questions answered in the past to understanding the
vocabulary that is used to formulate the questions and reuse it in an improved way. Besides, content analysis could also determine the patterns that experts follow to validate answers and identify their criteria of doing that. Another notable case would be to analyse why platforms such as Google Answers failed to grow and the shutdown was unexpected. Results from current researches have shown that these studies can lead to an effective prediction of the future implementations of Q&A sites. Finally, for all of the reasons mentioned above, we suggest that studying the Q&A sites will lead to a new domain where experts could highlight the needs of the modern society and develop the optimal platform for QA.

To a better understanding of Q&A sites there is a variety of online repositories such as Yahoo Answers, Quora, Stack Overflow, Ask, Knowledge Search etc. that have been studied with different approaches in respect to the context of the knowledge. Firstly, in the case of Yahoo Answers researchers seek to understand the knowledge sharing activity by clustering the content to characteristics and interactions between the users. Results of this study were able to characterize the users’ interests and predict the popularity of the new questions when posed. Quora is more focused on questions with a wide variety of topics, it’s study is trying to understand what drives Quora’s growth until now and the way it continues attract users. Quora follows a different community style and its structure differs from common community sites integrating a social machine where connections and networks can be observed through the participants’ interactions. Other popular studies and efforts related to Q&A sites mostly try to understand them and try to improve their performance and yield new strategies for the benefit of the community. Many researchers are fond of analysing the behaviour of the participants in anonymous communities while others are examining the data integrity and how users react to the lack of this. In the last years, Q&A sites have evolved and grew dramatically due to the attempts of the researchers to understand how people express themselves, what drives their motivation and why many of them prefer to observe than participate.

The outcomes of the research questions deriving from these studies will contribute to the design of modern QA applications and actually we propose and consider this content analysis as a compulsory precondition before proceeding to the implementation of a realistic QA system.

4.2 Text Generation

Natural Language Generation is a sub-field of computational linguistics and artificial intelligence and is the way of visualising information in the form of textual, humanly-perceivable information. For many years template-based approaches were regarded as dominant for the implementation of NLG systems. As Reiter describes in these systems carry out their basic functionality in three different phases: (i) document planning, (ii) microplanning, and (iii) realisation. Each one of the above mentioned stages is associated almost explicitly not only with the domain of the end-application but, in most cases, with the application itself. The difficulty of transferring an NLG system across different domains or languages along with their native limitations for generating non-generic content are considered the fundamental reasons that prevented these systems for becoming widely accepted.

Language Modeling with Neural Networks Among the statistical-based approaches for language modelling, neural network implementations have exhibited promising results over the recent years. Language models based on neural networks outperform most of the state-of-the-art statistical approaches, such as n-gram models. Neural network language models can facilitate text generation purposes and due to their statistical nature they are absolved from most of the domain or language limitations. Their inherent capability of learning the syntactical and grammatical, in the case of word-level implementations, features of a language that allows them to generate text has been discussed in the recent literature. In 2003 Bengio introduced the first neural network approach in the field of language modelling. The proposed feed-forward neural model achieved better perplexity than the state-of-the-art n-gram models. Subsequent literature employs architectures based on Recurrent Neural Networks (RNN) variants and demonstrates that due to their intrinsic ability to cycle information inside the nodes of their high-dimensional hidden state, RNNs are extremely powerful sequence models. In contrast with feed-forward-based models that are based on the Markov assumption, RNNs are capable of storing information in the form of high-dimensional distributed representations.

Context-Sensitive Response Generation The general concept of a software capable of participating in human-computer conversations has been initially proposed by Weizenbaum. Weizenbaum implemented ELIZA, a keyword-based program that was achieving its functionality in “the MAC time-sharing system at MIT”
and set the basis for all the descendant chatterbots that were subsequently developed. Many template-based approaches [89, 184] have been suggested in the scientific literature, as a way of transforming the computer into a competitive conversation participant. However, they usually adopt variants of the nearest-neighbour method to facilitate their response generation process from a number of limited sentence paradigms and, as a result, they are limited to specific topics or scenarios of conversation. Ritter [141], in 2011, has introduced the idea of text generation in the form of creating meaningful responses to a conversational incentive. By experimenting with conversations that have been extracted from Twitter, he demonstrated that models for Statistical Machine Translation (SMT) are able to exhibit promising results in the field of short-length response generation. It is also worth noting that by escaping template-based paradigms, Ritter’s novel approach is the first that actually illustrates the prospect for conversation-aware dialogue systems, capable of multi-domain applicability.

In 2015, Sordoni [162] extended the premises of Ritter’s work on the context-sensitive conversation systems by introducing a novel RNN-based approach for response generation. The context vectors are computed every single time that a response is generated and are formed from processing the sequence of comments that have been published prior to the message, to which a response is expected, along with the message itself. It should be noted that, in contrast with Ritter’s approach [141], the response generation is not based explicitly on the last message but it takes into consideration the whole sequence of utterances in a conversation. By evaluating the generated responses with the BLEU$^1$ and METEOR$^2$ [101] metrics, they exhibited significant improvements over the state-of-the-art SMT-based methods [141] and demonstrated that properly-modified neural network language models can play a significant role in the field of conversational response and question-answering systems.

5 Conclusion
The Semantic Web technologies have fostered the research on a new paradigm of QA systems, based on the huge quantities of available data. The WDAqua project is an innovative approach to globally tackle all the different dimensions of such systems to provide a general QA solution. The applied results of this project will make the Semantic Web data available to the population, while the research results will advance the State of the Art in related research fields. This document is a first step in that direction, where we review current Web and Data Science techniques for QA and discussed their relevance for data-driven QA systems. We have focused on current challenges and, when they exist, on different approaches to tackle them. To the best of our knowledge, this is first time such a global approach on the state-of-the-art for QA systems has been performed.
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